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Abstract 

Artificial intelligence (AI) ethics become one of the essential elements of soft law in 

regulating national and international market. The Global AI Ethics index framework 

could be the basis for ethical impact assessment in alliance with the Recommendation and 

OECD AI Principles and the framework for AI classification. Methodology includes 

several subindexes in accordance with AI lifecycle and covering all the stakeholders 

involved. In this regard government and state policy is one of the key subindexes for 

further estimations of AI ethics. The groups of indicators it is based in includes AI 

employees, AI cases, state policy development tracks. The levels of estimation from 

federal to cities could warry depending on the country and its administrative structure. It 

is evident that some of the indicators could be assessed only with reliance on the survey 

data. 
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Introduction 

 

This working paper is the next step in the ongoing research of MGIMO Centre for AI on 

elaboration of Global AI ethics index. This research is focused on detailed coverage of 

state policy and government activities and priorities that influence AI ethics perception 

and its understanding at state level. 

The role of AI in public administration and the importance of a state policy and regulation 

in AI life cycle is increasing steadily for more than last 5 years. On one hand, AI 

regulation has become the next evolutionary step in the long way of digital economy 

strategic developments decisions started in 90s with the first pillars in e-commerce. AI 

national policies and strategies become the general frame for further developments of AI 

at the national level. 

On the other hand, state at all the levels of governance (federal, regional, cities and towns) 

is one of the consumers of AI. AI in governance can automate routine tasks and perform 

critical ones and provide national cybersecurity. Moreover, many countries have already 

adopted national AI strategies shaping their priorities in AI development, main goals and 

policy frameworks. 

Current level of digital technologies advancement and AI implementation both in 

government & business sectors raise a number of questions and challenges in the field of 

regulation. Thus, it is important to outline key indicators that allow to assess the level of 

AI use in a country with regard to ethical issues.  

We suppose that the research will have practical and theoretical value for policy makers, 

AI developers and business and suggest “GOVERNMENT AND STATE POLICY” 

index to address the above challenges. 

General framework for proposed Global AI ethics of index rely on the concept of life 

cycle (in this case AI life cycle) and includes the following subindexes interconnected 

with each – key groups of actors (government, business, civil society, research centers) 

and enabling factors relevant for all the groups of actors (AI literacy, R&D investments 

and ICT infrastructure development). 

The structure of the research is follows – the first section is introduction, the second one 

is covers national priorities for AI midterm development, the third part is devoted to 

methodology of subindex government and state policy. The final one is dedicated to the 

discussion covering the most challenging issues in practical implementation of the 

subindex within different groups of countries depending on the degree of digital divide. 

The authors are grateful to the leaders and coordinators of the National Priority 2030 

project for making it possible to conduct the research. 
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National priorities for AI development: main tracks and challenges 

 

The international application of the assessment frameworks requires our understanding 

of the level of digitalization of the countries. In the case of the subindex Government 

elaboration, we focus on national policies and priorities. The general development track 

in digital economy with focus on AI has several main elements – national policies in 

digital economy development (general one or devoted to concrete sectors), e-government 

programmes, national AI policies, AI adoption for state agencies and AI ethics initiatives. 

For the purpose of the research, we use the approach introduced in regular UN DESA 

report World economic situation and prospects. UN experts divide all the countries in 

three main groups depending on the “basic economic country conditions” (UN 2022), 

developed, transition economies and developing countries (Appendix 1).  

Developed countries are the leaders of digital economy developments. The majority of 

these countries passed a long way in digitalization since the second half of the 20 th 

century. In different combinations they enjoy all the key strategic elements in regulations 

of digital economy. It made possible to consistently elaborate and apply strategic 

documents for AI. More attention is now attracted to AI ethics with the revision of the 

initial AI strategies or with the adoption the documents having the ethical issues as one 

of the main points. So, AI ethics became one of the essential elements in Blueprint for an 

AI Bill of Rights introduced in USA in 2022 (The White House 2022). Some developed 

of the countries start the revision of the first AI strategies. For, example, United Kingdom 

adopted the new edition of the midterm national AI strategy in 2021 for the next 10 years 

(UK Office for Artificial intelligence, 2021). And AI ethics in the case of United 

Kingdom is indicated as one of the national priorities.  

Transition economies 

According to the UN classification1, such countries as Albania, Bosnia and Herzegovina, 

Montenegro, Serbia, The former Yugoslav Republic of Macedonia, Armenia, Azerbaijan, 

Belarus, Georgia, Kazakhstan, Kyrgyzstan, Republic of Moldova, Russian Federation 

Tajikistan, Turkmenistan, Ukraine and Uzbekistan  have a state “economies in transition”. 

IMF also includes2 in this category other CEE countries (Croatia, Czech Republic, 

Hungary, Bulgaria, Poland, Romania, Slovak Republic, Slovenia, Baltics (Estonia, 

Latvia, Lithuani) and  

Cambodia, China, Laos, Vietnam. 

                                                             
1 https://www.un.org/en/development/desa/policy/wesp/wesp_current/2014wesp_country_classification.pdf 
2 https://www.imf.org/external/np/exr/ib/2000/110300.htm 
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Despite UNCTAD claims that “the category “transition economies” is no longer used”3 

we suppose that it is important to study their national priorities for AI placing them 

separately from developed and developing countries. 

These group of countries in terms of digital transformation and AI development is not 

homogeneous. It includes recognized leaders in digital transformation – China, Russia, 

Estonia. These countries have adopted national policies focused on extensive 

digitalization and AI adoption – their strategies have a potential to become a framework 

pattern for other countries in the list.  

The other subgroup of countries – Belarus, Kazakhstan, Vietnam, Ukraine, Baltic states, 

Czech Republic, Hungary, Bulgaria, Poland, Slovak Republic, Slovenia are relatively fast 

growing digital markets with increasing potential for computer services production and 

export. This subgroup adopts a wide range of legislative initiatives and stimulates the 

active work in the field, but a lack of funding and the matters corresponding with the 

current problems in economy developments affects the process of AI development and 

implementation on government level. But it worth mentioning, that AI ethics aspects are 

introduced in some national strategies. Thus, AI ethics is in the list of the objectives of 

Serbian national Strategy for the Development of AI for mid-term 2020-2025 with 

indication of responsible state agencies and key indicators. 

Albania, Bosnia and Herzegovina, Montenegro, Serbia, The Republic of North 

Macedonia, Armenia, Azerbaijan, Georgia, Kyrgyzstan, Republic of Moldova, 

Tajikistan, Turkmenistan, and Croatia, Cambodia, Laos are going through a process of 

digitalization, but the number of legislative initiatives on AI regulation is smaller than in 

developed economies. AI ethics discussions are enlarging.  

 

Developing countries  

Developing countries is also not homogenous group. The first subgroup is represented by 

the regional leaders in ICT development and application (ex. Singapore, India, some of 

the Gulf states). These countries are elaborating the national strategies and implement AI 

for public services. Besides, some of them are also made the first steps in the field of AI 

ethics regulation. The second group involves the countries with lower level of 

implementation of ICT and AI in particular, being technologically dependent from the 

leaders in digitalization. And the last group is so called fragile states with the lowest level 

if ICT implementation. 

 

 

                                                             
3 https://hbs.unctad.org/classifications/ 
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Methodology for Global AI ethics subindex Government and state policy 

 

Subindex about AI ethics assessment at government and state policy level requires 

involving the broad number of professionals or a creation the special statistical unit with 

experts in digital transformation. It should be taken to consideration that the list of 

national agencies involved can’t be static enlarging from year to year depending on the 

number of the sectors involved. In addition, each country should decide on the levels of 

segmentation from federal to cities. 

Firstly, the authors reviewed and compared the five most common and proven methods 

for evaluating complex and dynamic systems, such as: 

     −   brainstorming; 

− analysis of weaknesses and strengths; 

− method of charting; 

− Delphi method; 

− expert evaluation. 

Each of the overviewed methods has its own characteristics and limitations in application. 

For government and national policy subindex framework, the authors recommend using 

Expert valuation method, because it is the valuable compromise between high cost, long-

time calculations, and investigation depth. 

1) Brainstorming 

For the government and national policy level this method is not realistic in view on the 

fact that it’s highly hard to gather all the decision makers at one place and one time. In 

this case only creation of special units focused on AI ethics detailed analysis could be 

helpful. 

As a rule, brainstorming is carried out within the project team with the possibility of 

involving a third-party expert in the work. An expert may have broad, or vice versa, 

highly specialized knowledge, which, in the opinion of the project team leader, is 

important for the implementation of the project. 

The algorithm of method is rather simple and contains of several steps: 

1. The participants make the most detailed list of parameters, that are relevant for the 

project. In this case it could be structured for concrete state agencies and their 

challenges in AI ethics. 

2. The paraments with least realization probability are deleted from long-list by the 

majority of participants. In case of AI ethics some of the problems could be 

common for some state agencies. 

Advantages of the method: the speed of obtaining the result, the ease of implementation 

of the method. 
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Disadvantages of the method: the quality of the analysis directly depends on the 

experience and outlook of the persons participating in the brainstorming session. 

The possibility of applying the method for evaluating the ethical aspects of AI 

technologies implementation:  

− requires the experience project team involving for implementing similar products,  

− a high cost  

− the complexity of involving relevant professionals. 

2) Analysis of weaknesses and strengths 

For the government and national policy level this method is not realistic in view on the 

fact that it’s highly hard to push the annual research based on the analysis of weaknesses 

and strengths on AI ethics with large list of the officials involved. 

The method is similar to the assumption analysis method, however, the project team 

compiles a list of potential parameters, identifying and subsequently analyzing their 

weaknesses / strengths. 

Advantages: detailed consideration of the Index parameters. 

Disadvantages:  

− the long-time realization of the method;  

− excessive detail of the method;  

− the quality of the analysis directly depends on the experience and outlook of the 

professionals involved. 

The possibility of applying the method for evaluating the ethical aspects of AI 

technologies implementation: the project team, with insufficient experience, may miss 

significant parameters and aspects. 

3) Charting analysis 

For the government and national policy level this method is not realistic in view on the 

fact that it’s highly hard in implementation for limited number of experts who can 

describe the complex situation at the field of AI ethics in state agencies 

The method is carried out within the project team with the possibility of inviting an 

external expert. The analysis takes place in three stages:  

− drawing up cause-and-effect relationships,  

− creating a flowchart of the processes being implemented,  

− drawing up impact diagrams. 

Advantages: qualitative consideration of potential risks of projects in context of AI ethics. 

Disadvantages:  the implementation of the charting method requires the skills of the 

project team to work with this method and significant time costs. 
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The possibility of applying the method for evaluating the ethical aspects of the use of AI 

technologies: the application of this skill requires specialized competencies and 

experience. 

4) Delphi method 

For the government and national policy level this method is not realistic, because it has 

too long-time for realization. 

The Delphi method involves conducting a large anonymous survey of external and 

internal experts, summarizing the collected data, issuing completed questionnaires to 

another expert group, followed by a face-to-face results discussion, and then re-

conducting an anonymous survey with summing up the final results and compiling a list 

of potential risks. 

Advantages: high-quality study of AI ethics challenges. 

Disadvantages: the method requires the long-time realization and financial resources for 

implementation. 

The possibility of applying the method for evaluating the ethical aspects of AI 

technologies implementation: the method requires a lot of time and money. 

5) Method of expert assessments 

The method of expert assessments is similar to the Delphi method, however, involves an 

open survey of experts. In case of the first attempts for calculations of AI ethics index we 

consider it as the most applicable being less cost affective in terms of collecting the data 

from the agencies involved . 

Advantages: a qualitative study of the identification of potential risks. 

Disadvantages: it is required creation of a base of experts who are ready to participate in 

a large survey. 

The possibility of applying the method for evaluating the ethical aspects of AI 

technologies implementation: the method requires a lot of time. 

Calculation formula 

The authors based the assessment of groups of indicators on the significance index, which 

is calculated by the formula: 

 
k k

ij ij ijr  
 ,       (1) 

where 

k

ijr
 - the significance of the i-indicator , assessed by the j-th respondent, in terms of the 

impact on the k- factor, 
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 1... ,i N
 where N is the number of parameters considered in the study, 

 1... ,j n
 where n is the number of responses received, 

 1...5 ,k 
 where 1…5 are the numbers of influence groups, respectively (respectively, 

cost, execution time of IT project, product quality, environment, security), 

ij
 - the weight of the significance of the indicator i, estimated by the j-th respondent, 

k

ij
 - the value of the "effect" of the influence of the indicator on the considered 

stakeholder and/or the goals pursued by him. 

To assess the average value of indicators, the Index of Significance of the indicator is 

calculated by the formula: 

1

1

1

n
k

ij n
jk k

i ij ij

j

r

R
n n

 




 




 (2) 

 

 

 

Proposed parameters for calculation 

AI ETHICS CASES 

− number of AI ethic cases 

− dynamic of AI ethic cases (current/previous) 

− project scope 

− project cost 

− number of involved participants 

− level: local, national, transnational 

− project compliance with the ethical requirements of UNESCO 

AI ETHICS EMPLOYEERS: 

− Total number of employees 

− Number of developers 

− Kind of activity 

− Regional binding 

− association membership for AI ethical aspects development 

− collaboration with research centers and think tanks 
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FINANCIAL SUPPORT PROGRAMS FOR AI ETHICS: 

− Number of programs 

− level: local, national, international 

− compliance with the ethical requirements of UNESCO 

STATE POLICY: 

− Number of programs 

− Amount of budget appropriations 

− Collaboration between government and business 

− Number of regulatory initiatives in ethical aspects 

− Compliance with the ethical requirements of UNESCO 

 

Discussion 

Global AI ethics assessment framework use multidisciplinary approach having in 

the heart key stakeholders along AI lifecycle. Information and data for the subindex 

Government could be reached from official country publications on of national policies 

and reports on AI developments, incl. ethical aspects. AI ethics national policies is one of 

the issues that was discussed and implemented in the states that are considered as one of 

the leaders in AI creation and implementation, USA, EU, China or Saudi Arabia. In case 

of OECD members, the OECD AI policy observatory project could be very helpful for 

further estimations and calculation as we could get detailed information on AI national 

policies and priorities of the reporting countries. 

Expert evaluation method is considered as the most applicable at the first iterations 

of Global AI ethics index calculations. Later on the improvements in national statistics 

with focus on assessment of AI development and its challenges could support lite changes 

in the methodology. Advances in introduction of national AI ethics codes could support 

the institutional framework within the subindex “Government and National policies”. For, 

example the Russian universal AI ethics code in terms of institutional structure introduce 

AI ethics representatives, national commission and working groups. So, that could be also 

the ground for further elaboration of the part of national statistics dedicated to digital 

economy developments and AI contribution in it.  
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Appendix 1 
 

Table A  

Developed economies 

 

Northern America 

Europe 
Major 

developed 

economies 

(G7) 

European 

Union Other Europe 

Canada  

United States 

EU-15 

Austriaa 

Belgiuma 

Denmarka  

Finlanda  

Francea  

Germanya  

Greecea  

Irelanda  

Italya  

Luxembourga 

Netherlandsa 

Portugala  

Spaina  

Sweden 

Iceland  

Norway 

Switzerland  

United 

Kingdomc 

Canada 

France  

Germany 

Italy  

Japan 

United 

Kingdom 

United States 

Developed Asia 

and Pacifc   

 

Australia 

Japan 

New Zealand 

 

EU-13b  

Bulgaria  

Croatia  

Cyprusa  

Czechia  

Estoniaa 

Hungary 

Latviaa 

Lithuaniaa  

Maltaa  

Poland  

Romania 

Slovakiaa  

Sloveniaa  

 

a Member of euro area. 
b Used in reference to the 13 countries that joined the EU since 2004.  
c The United Kingdom withdrew from the EU on 31 January 2020 and is therefore excluded from all 

EU aggregations. 
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Table B 

Economies in transition  

 

South-Eastern Europe Commonwealth of Independent States and 

Georgiaa 

lbania  

Bosnia and Herzegovina 

Montenegro 

North Macedonia 

Serbia 

Armenia  

Azerbaijan 

Belarus 

Georgia 

Kazakhstan  

Kyrgyzstan 

Republic of Moldova 

Russian Federation 

Tajikistan 

Turkmenistan 

Ukraine 

Uzbekistan 

 

 

Table C  

Developing economies by regiona  

 

Africa Asia Latin America and the 

Caribbean 

North Africa Southern 

Africa 

East Asiab Caribbean 

Algeria  

Egypt  

Libya  

Mauritania 

Morocco  

Sudan  

Tunisia  

Central 

Africa 

Cameroon 

Central 

African 

Republic  

Chad  

Congo  

Equatorial 

Guinea 

Gabon 

Sao Tome 

and Prinicipe  

East Africa 

Burundi  

Comoros 

Democratic 

Angola  

Botswana  

Eswatini  

Lesotho  

Malawi  

Mauritius 

Mozambique 

Namibia  

South Africa 

Zambia  

Zimbabwe  

West Africa  

Benin  

Burkina Faso 

Cabo Verde  

Côte d’Ivoire 

Gambia  

Ghana  

Guinea  

Guinea-Bissau 

Liberia  

Mali  

Niger  

Nigeria 

Brunei Darussalam  

Cambodia  

China 

Democratic People’s 

Republic of Korea  

Fiji 

Hong Kong SARc 

Indonesia  

Kiribati  

Lao People’s 

Democratic Republic  

Malaysia  

Mongolia  

Myanmar  

Papua New Guinea  

Philippines  

Republic of Korea  

Samoa  

Singapore  

Solomon Islands  

Taiwan Province of 

China Thailand 

Timor-Leste  

Vanuatu  

Bahamas  

Barbados  

Belize  

Guyana 

Jamaica  

Suriname  

Trinidad and Tobago  

Mexico and Central 

America Costa Rica  

Cuba  

Dominican Republic  

El Salvador  

Guatemala  

Haiti  

Honduras  

Mexico  

Nicaragua  

Panama  

South America  

Argentina  

Bolivia (Plurinational 

State of)  

Brazil  

Chile  
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Republic 

of the Congo  

Djibouti  

Eritrea  

Ethiopia  

Kenya 

Madagascar 

Rwanda  

Somalia  

South Sudan 

Uganda  

United 

Republic 

of Tanzania 

Senegal  

Sierra Leone  

Togo 

Viet Nam 

South Asia 

Afghanistan  

Bangladesh  

Bhutan 

India  

Iran (Islamic Republic 

of) Maldives  

Nepal  

Pakistan  

Sri Lanka 

Western Asia  

Bahrain  

Iraq  

Israel  

Jordan  

Kuwait 

Lebanon 

Oman  

Qatar 

Saudi Arabia  

State of Palestine 

Syrian Arab Republic  

Turkey  

United Arab Emirates  

Yemen 

Colombia  

Ecuador 

Paraguay 

Peru  

Uruguay  

Venezuela (Bolivarian 

Republic of) 

 
a Economies systematically monitored for the World Economic Situation and Prospects report. These 

analytical groupings differ from the geographical aggregations defined according to M49. 
b Throughout the report the term ‘East Asia’ is used in reference to this set of developing countries, 

and excludes Japan.  
c Special Administrative Region of China. 
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Table D  

Fuel-exporting countries 

 

Develope

d 

countries 

Economies in 

transition 

Economies in transition 

Latin 

America and 

the 

Caribbean 

Africa East Asia Western 

Asia 

Norway Azerbaijan 

Kazakhstan 

Russian 

Federation 

Turkmenistan 

Bolivia 

(Plurination

al State of) 

Colombia 

Ecuador 

Trinidad and 

Tobago 

Venezuela    

(Bolivarian 

Republic of) 

Algeria  

Angola 

Cameroon 

Chad  

Congo 

Equatorial 

Guinea 

Gabon  

Ghana  

Libya 

Mozambiqu

e Nigeria 

Brunei 

Darussala

m 

Indonesia 

Mongolia 

Papua New 

Guinea 

 

South Asia  

Iran 

(Islamic  

Republic 

of) 

Bahrain  

Iraq  

Kuwait  

Oman  

Qatar  

Saudi 

Arabia 

United 

Arab 

Emirate

s Yemen 

Source: World Economic situation and prospects 2022. UN 2022. Available at: URL 

https://www.un.org/development/desa/dpad/publication/world-economic-situation-and-prospects-

2022/ 
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